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THE BACKWARD RECURRENCE METHOD FOR 
COMPUTING THE REGULAR BESSEL FUNCTION 

by 

Thomas E. Michels 


Goddard Space Flight Center 

SUMMARY 

The Backward Recurrence Method (suggested by Dr.  
J. C. P. Miller) for computing the regular Bessel function is 
investigated for real, imaginary, and complex arguments. From 
this, one can obtain the functions J n  ( z ) ,  In ( z ) ,  bern(z) , and 
bein (2). A section has also been devoted to show the behavior of 
the functions for all arguments, and graphs are presented which 
show the magnitudes of the functions for all orders  and real  
arguments between 0 and 6000. 
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THE BACKWARD RECURRENCE METHOD FOR COMPUTING 
THE REGULAR BESSEL FUNCTION 

(Manuscript Received August 19, 1963) 

by 

Thomas E. Michels 


Goddard Space Flight Center 

INTRODUCTION 

Bessel's Equation is a second order differential equation with a singular point at z = 0 and is 
of the form 

d2y 1 dyS + x + ( 1 - $ ) Y  = 0 .  

Its two independent solutions are referred to as the regular and irregular Bessel functions (see 
Appendix A). Computation of the irregular function, Y,(z) , is fairly easy, since one can use a 
straightforward recurrence relationship once he has two starting values (Reference 1) and ob­
tain good accuracy for all n and z values. However, this method cannot be used to compute the 
regular function, J,(z) , due to e r r o r  accumulation in the recurrence. For large order and ar­
gument, asymptotic formulas prove to be too cumbersome; and in computer computation they are 
also inaccurate. But a method was devised by Dr.  J.  C. P. Miller (Reference 2) whereby an 
ingenious use of the recurrence relationship yields good values for all orders and arguments 
which f a l l  within the limits of any particular computer. 

It is the purpose of this report to explain the method and the need for it, as well as give de­
tails on the behavior and use of the recurrence formula and the accuracies obtained. (Hopefully 
it wi l l  also give insight into the behavior of the functions themselves.) This has been done for 
the argument z real, imaginary, and complex. In order to keep to this primary purpose, not much 
wi l l  be said about the irregular function. In general, however, the irregular functions behave just 
oppositely to the regular function in the range where J,(z) decreases or  increases exponentially, 
while they behave similarly in the rest of the range. That is, i f  the magnitude of J,(z) decreases 
exponentially, the irregular function increases; and when J, (Z )  oscillates, the irregular function 
does the same. 

It should be noted that the recurrence formula computes a sequence of Bessel functions as a 
function of n, the order, rather than the usual tabulations which are a function of Z. Throughout 
this discussion, where the order is referred to as n in J,(z), it should be taken to mean anyvalue 
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of n (integer, half orders, one-third orders, etc.), unless otherwise specified. Also m is always 
greater than n, and z (= x + iy) is regarded as a complex number. If just the real numbers a r e  
being referred to, x will  be used, and for the imaginary iy will be used. 

Reference is made from time to time to single and double precision. All tests were made on 
an IBM 7090 computer which has a word length of 36 binary bits. In the floating point mode, sin- ! 
gle precision arithmetic is done with 9 decimal digits and double precision with 18 decimal 
digits. This is implied throughout. 

EXPLANATION OF THE METHOD FOR COMPUTING THE REGULAR BESSEL FUNCTION 

Importance of  the Backward Recurrence 

It is well known that both the regular J , ( z )  and the irregular Y,(z), Bessel functions (see 
Appendix A) obey the recurrence relationship 

If the recurrence is started with either J,(z), J 1 ( z )  or  Y,(z), Y l ( z ) ,  in the computer where there 
are a fixed number of digits, good accuracy is obtained for n z for both functions. This accu­
racy continues for the irregular function since Y , ( z )  increases exponentially for n > z, and the 
number of accurate digits is maintained o r  increased; but for the regular function at this point 
accuracy is lost very rapidly, since J,( Z )  decreases exponentially for n > z . 

Actually, throughout the recurrence, by recurring in either direction, we obtain numbers 
which represent solutions to Bessel's equation, but they a r e  linear combinations of the regular 
and irregular solution. Therefore, the e r ro r  introduced in recurring for the regular function is 
actually some constant times the irregular function. 

In using the formula for recurring Bessel functions, and recurring in the direction of in­
creasing n ,  the number of digits of accuracy is lost very rapidly. This is not even taking into 
account loss of accuracy due to round off. 

Let us take an extreme case and look at  it this way: Assume we a r e  in a computer which 
produces 8 significant digits and we a r e  using the recurrence formula below with a small error  
in each te rm on the right, say in the last decimal place. We ask what the e r r o r  e n t l i s  in our 
new term F, : 

Let us assume reasonable values-say for the second te rm on the right F,-, ( 2 )  % lo-' - and make 
the e r ro r  the best we could have, and therefore in the last significant digit, o r  % . Let 
the magnitude of F, ( 2 )  be smaller, say again with the e r ro r  being in the last place, or 
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E ,  . Now we recur to a smaller number F,+l ( z ) ,  say of the magnitude 10-3. Still, there 
was an e r r o r  at and therefore - l o - * .  The (n- 1) t e rm had 7 accurate digits and two 
te rms  away, at ( n  + I), the number of accurate digits is reduced by two and our e r r o r  is now in the 
sixth significant digit. 

A similar argument can be made to show that when we recur to numbers of increasing mag­
nitude, the number of significant digits of accuracy is actually increased, or at least stays equal 
to the maximum number of digits available in the computer. Therefore, the use of the foregoing 
recurrence formula to compute the regular Bessel functions in the region where they decrease in 
magnitude is not acceptable as it stands. 

Statement of Method 

Miller's Method 

A sciieme was devised by Miller (Reference 2)  whereby the recurrence formula could be used 
and accuracy still maintained throughout the whole range of n values. We start at some m, with 

where a is any constant, and use the recurrence formula, but in decreasing magnitude in n (where 
we a r e  recurring to larger numbers and therefore increasing accuracy) and generate a ser ies  of 
functions F , ( z ) ,  F,-l ( z ) ,  - * . F , ( z )  at some n < m ,  by 

2n 
F,-1 ( 2 )  = z F n  ( 2 )  - Fntl  ( 2 )  

which a re  all a constant multiple of the regular Bessel function. That is, 

Proof 

Since the recurrence formula follows for  both the regular and irregular function, we can say 
that it follows for a linear combination of them also, or 

Since 
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we have 

Therefore at some n m 

and hence 

to any desired degree of accuracy. Therefore all that remains to obtain the regular Bessel func­
tion is to determine U .  

Determination of a 

There are a number of ways in which ucan be determined. One method is to use an addition 
formula such as the following (Reference 3): 

2' 2 ( u t  2k)JVt,, ( z )  z - ~  = 1 

which, of course, for integral orders  or  v = 0, becomes 

or, for Fk ( z )  = uJk ( z ) ,  

The summation can be carried out to k = n and will give u the particular accuracy desired. Here 
n implies the number of the te rm < m where Fn ( z )  = UJ, ( z )  (see page 7). 

Of course, if  an expression is known for a particular J, ( Z )  value, s a y  
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then a is more easily determined by 

For z real, the foregoing addition formula proves to be fairly accurate in the determination of a ;  

however, for z complex or  imaginary, using the addition formula in the computer proves to be 
inaccurate (see page 8). 

The value of the Bessel function is only as accurate as a, since each term is divided by a ;  

therefore the computation of a is extremely critical. 

Error Introduced from Addition Formulas for  Complex o r  Imaginary Argument~ _ _ _  

In looking at the regular Bessel function of complex or  imaginary argument, we observe that 

and 

lim J, ( z )  = 0 . 
"-a 

A s  n increases, J,(x + i y )  decreases at an exponential rate almost immediately for I z I < 10, and for 
larger z it takes a few more terms before the exponential decrease. It is almost a logarithmic 
spiraling into the origin of the complex plane. 

With this in mii.d, assume we are performing the addition formula for integral orders. We 
want to investigate the e r r o r  that will exist in the determination of a ,  assuming an e r r o r  in some 
Fn(Z)' 

In our downward recurrence we have the following: 

Assume the e r r o r  to be in the last digit in all F,(z), which of course is the best we could expect 
in the computer. Upon factoring out a ,  we have 

and since 
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we have 

where e is now the e r r o r  we introduce in computing the number 1. 

Since the e r ro r s  decrease at an exponential rate as n increases, 

which says the e r ro r  we introduce in computing the digit 1 is of the order of the e r ro r  in J , ( z ) .  

Therefore u will  be in e r r o r  by this factor. It can be seen that if J , ( z )  had five figure accuracy 
and was of the order of magnitude lo7 ,  the summation would actually become meaningless. 

Thus, to  determine a one of the Bessel function values must be computed. This can be done 
by an asymptotic formula which simplifies for  J,(z), or the following integral relationship can 
be used: 

o r  

Integration of the expression for J, ( z )  by the trapezoidal rule generally yields sufficient accuracy, 
especially for large z values for which the slopes of the functions become large. For larger z 

values, of course, De must be decreased. Integration performed by using the trapezoidal rule on 
various1 z lvalues (less than 75) and with DB = n/1000gave accuracy in the seventh and eighth digit. 

When using the recurrence formula for In  (y) 

the summation 

can be used to determine a .  This formula is of course used in the same manner as a r e  the F,(z) 
functions. That is, 
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1 and, at the samen,  

to any desired degree of accuracy, and 

No tests were made with this recurrence formula. 

Determination of n versus m Values 

We cannot give a definite value to the number of terms necessary in the recurrence to obtain 
good values for J,(z) . It depends, of course, on z as well as the value given to a in Fm( z )  = a, 

and also upon the particular accuracy desired. 

The following empirical formulas will  give values for m which generate a sequence J,(z), 
... , J , ( z ) ,  where J, ( z )  is of the magnitude that have the accuracies described in a later 
section. This is assuming computation is done in single precision and a = lo-''. 

It is felt that Equation 3 can be extended indefinitely for all values of z 2 150; however, tests did 
not go beyond the range given. 

For all values of z and n the following general rule can be employed: For single precision 
accuracy, a safe m us n i s  obtained when the following condition i s  met: 

Table 1 gives various n v s  m values for real arguments in the range from 0.01 to 6000. 
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Table 1 
The integral order n of the regular Bessel function having a particular magnitude in the range where n > x 
is given for various x values, and the recurrence te rm m which will yield eight place accuracy for all orders 
from zero to n. Also tabulated is the value of m which yields overflow in the computer for  the downward 
recurrence atFo(x).  These values were obtained using double precision with F,(x) = 

'Magnitude of J,(x),  where n > x, for  particular orders  n and recurrence te rms  
__ 

Argument m value 
X 10-2 10-8 10-16 10- 2 4  

yielding 
~ - overflow 

n m n m n m n m n m 
-~ 

.01 1 4 4 6 6 8 9 11 11 13 19 

.05 1 5 5 7 8 10 11 13 14 16 22 

.10 2 5 5 7 9 11 12 14 16 18 26 

.50 3 7 8 11 13 15 17 19 21 23 34 
2.0 6 12 12 16 19 22 25 28 30 33 47 
5.0 9 13 18 23 26 30 34 38 40 43 60 
8.0 14 16 22 28 32 37 4 1  45 48 51 70 
12.0 17 20 28 34 39 44 48 53 57 61 81 
20 .o 25 29 39 46 51 57 62 67 72 76 100 
40 .O 46 55 63 72 79 86 92 98 104 109 138 
100.0 109 119 130 143 152 163 170 179 186 193 229 
300.0 310 321 334 361 374 389 398 411 420 431 485 
500.0 5 1 1  530 555 583 587 604 615 631 642 655 7 15 
1000. 1012 1047 1063 1088 1107 1128 1145 1164 1177 1192 1270 
2000. 20 15 2055 2080 2115 2135 2165 2185 2210 2225 2245 2340 
3000. 3015 3065 3090 3127 3154 3208 3208 3235 3255 3277 3385 
4000. $015 4070 4095 4140 4170 4205 4230 4260 4280 4305 4425 
6000. 5015 6080 6110 6160 6195 6235 6260 6295 6320 6350 6485 

~. - . . ~ _ _ _  

Details on Accuracy 
z Real 

It has been said that accuracy is gained in the downward recurrence until the point where 
oscillations begin to occur. If the correct n v s  m has been used for a particular X, then at  this n 

value F,(x) = aJ,(x) to any desired degree of accuracy. From here down to J0 (x ) ,  accuracy loss 
is due only to round off and truncation in the computer. But, in this region, the functions oscillate 
usually between k0.3 and the number of accurate digits becomes more o r  less as the recurrence 
goes from larger to smaller numbers. Therefore, accuracy loss due to round off is not quite as 
bad as it might seem. In fact, when recurring for x = 6000, and m = 6400, the e r ror  only crept 
over to the fifth significant digit; this was using single precision in the computer. 

Particular values were checked in already existing tables (References 3,4) for 0.05 S x 5 100 

and 0 I n 5 100. Values having greater x and n were checked against values obtained using the 
recurrence in double precision. The accuracies obtained were the following: 

Argument Accuracy 
within a few figures 

0.05 5 x S 30 in the 8th digit 
30 < x 5 100 at least 7 digits 
100 < x 5 1000 at least 5 digits 
1000 < x I6000 at least 4 digits 
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These accuracies are the worst obtained over the whole range of orders  out to where 
J, ( x )  5 10-38. 

Using double precision, of course, would give approximately eight more digits of accuracy 
for all arguments tabulated. It seemed unnecessary to check the recurrence for real  arguments 
greater than 6000, in view of their sparse  usage. 

The accuracy stated above is obtained only if  u in 

is computed to at least the number of digits stated. Of course, if a is only good to a few digits 
then the Bessel function can be no better. 

z Complex OY Imaginary 

In the downward recurrence for imaginary and complex argument ( x  + i y )  , where ly/'xl is 
not small, the magnitudes of the numbers increase over the whole range of n values. Therefore, 
accuracy is gained or  maintained over the whole range. These functions were checked in tables 
of Thomson functions for ber(x)and be i (x )  and in formulas for J,,, ( z ) ,  J 3 , * ( z ) ,  J,,, (2). These 
all proved to be accurate to seven digits for various 1 Z I  values ranging from .05 to 100. 

For  argument ( x  + i y )  where lu'xl is small, (approximately, less  than 0.1) the function be­
haves similarly to the real  function in that the magnitudes oscillate and then continually decrease 
when n becomes greater than Z .  In general the accuracies should behave similarly to the accu­
racies of the real  function. 

Details on Use of the Recurrence 

Choosing the Value f o r  a 

When using the above method for computing the regular Bessel function, the value we give to 
a is completely arbitrary. In other words the method "works" for any value of a.  However, as a 
general rule, we should use as small  a value, in magnitude, as is practical for the computer. This 
enables us to start out farther in the downward recurrence or  use a larger m value and thereby 
obtaining higher order Bessel functions-and, of course, with less  chance of overflow in recurring 
to numbers which are too large for the particular computer. 

Consider a sequence of functions, say for real  z ,  

The magnitudes of the functions may vary from approximately 0.1 for J,(x) down to say for 
J,(x). That is, the values cover a range equal to approximately Since the same range would 
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be covered in our downward recurrence, the magnitude of F,(x)  depends completely on the value 
of a at any particular m. If a = then F, (x) would be 38 orders  of magnitude away or 

and so on. Therefore, to compute larger order Bessel functions, a smaller value for  

should be used. It should be noted that the value given to a will  not increase or decrease accuracy. 

z Real 

A s  has been stated, J , ( x )  does not become greater than 1 for all x,  and 

',:;J, ( x >  = 0 , 

the values oscillate usually between lt0.3 until n becomes greater than x ,  then they s tay positive 
and begin to decrease at exponential rate to zero at n = a. The recurrence must start beyond 
this point for the method to succeed. 

A s  a general rule, for all x,  recurrence can begin at an m value for aparticular order n where 

and still obtain eight figure accuracy for J, ( x )  . 

z Complex 
~~ 

In contrast to the function of real  argument, 

IJ, ( z > l  0.1 eY ; 

but still  

and the magnitude of the complex function decreases continually, slowly at first for low orders 
until, approximately when n becomes greater than x/2, they decrease at an exponential rate. The 
role that x plays will  be discussed in a later section. Therefore the downward recurrence can 
begin anywhere in the range of n values as long as the condition 

is met to give eight figure accuracy in J , , ( z ) .  

z Imaginary 

The function of imaginary argument behaves similarly to the function of complex argument in 
that they continually decrease in magnitude and, approximately at z/2, they decrease exponentially. 
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For integral orders, the functions oscillate between being pure real  and pure imaginary; but for 
orders that a r e  not integral, J,( i y )  possess both real and imaginary parts. The integral orders 
a r e  usually multiplied by e - i n d 2  to give the real function, I , (y) ,  which is widely used. That is, 

More will  be discussed on the function I , (y )  in the next section. An example of the method will 
be found in Table 2, which gives J,( 10) by the forward recurrence technique in both single and 
double precision, and by the backward recurrence technique in double precision. 

Table 2 
Values obtained for  J,( 10)from the forward recurrence in double and 

single precision and the backward recurrence in double precision. 

n Forward Recurrence 
Single Precision 

0 -0.245935763-00 

1 0.434727453-01 

2 0.254630313-00 

3 0.583793773-01 

4 -0.219602683-00 

5 -0234061523-00 
6 -0.144588373-01 

7 0.216710923-00 
8 0.317854113-00 

9 0.291855663-00 
10 0.207486073-00 
11 0.123116493-00 
12 0.633701913-01 
13 0.289719683-01 
14 0.119569263-01 
15 0.450742523-02 
16 0.156534933-02 
17 0.501692413-03 
18 0.140404893-03 
19 0.376521343-05 
20 -0.126097083-03 
21 -0.508153543-03 
22 -0.200814'783-02 
23 -0.832769653-02 
24 -0.362992553-01 
25 -0.165908723-00 
26 -0.793244373-00 
27 -0.395896193 01 
28 -0.205851503 02 
29 -0.111317873 03 
30 -0.625058513 03 
31 -0.363903313 04 
32 -0.21936946305 
33 -0.13675742306 
34 -0.88066203306 
35 -0.585174433 07 
36 -0.400815483 08 
37 -0.282735393 09 
38 -0.205216043 10 
39 -0.153136833 11 
40 -0.117394573 12 

Forward Recurrence 
Double Precision 

-0245935763-00 

0.43472'7453-01 

0.254630313-00 

0.583793793-01 

-0.219602683-00 

-0.234061523-00 

-0.144588423-01 

0.216710923-00 

0.317854123-00 

0.291855683-00 

0.207486103-00 

0.123116523-00 

0.633'702553-01 

0.289720833-01 

0.119571633-01 

0.45079'7303-02 

0.156675613-02 

0.505646673-03 

0.152442483-03 

0.431462763-04 

0.1151336'73-04 

0.290719153-05 

0.69683'7323-06 

0.158892713-06 

0.340691793-07 

0.463933993-08 

-0.108724793-07 

-0.611762303-07 

-0.319479163-06 

-0.172790713-05 

-0.970238203-05 

-0.564863853-04 
-0.340513203-03 
-0.212279813-02 
-0.136699543-01 
-0.908328913-01 
-0.622160293 00 
-0.438872113 01 
-0.318543763 02 
-0.237704543 03 
-0.182224103 04 

Backward Recurrence 
Double Precision 

-0.245935763-00 

0.434727453-01 

0.254630313-00 

0.583793793-01 

-0.219602683-00 

-0.234061523-00 

-0.144588423-01 
0.216710923-00 
0.317854123-00 
0.291855683-00 
0.207486103-00 
0.123116523-00 
0.633702553-01 
0.289720833-01 
0.119571633-01 
0.450797303-02 
0.156675613-02 
0.505646673-03 
0.152442483-03 
0.431462773-04 
0.115133693-04 
0290719943-05 
0.696868513-06 
0.159021983-06 
0.346326293-07 
0.721463493-08 
0.144054523-08 
0.276200523-09 
0.509375523-10 
0.904976693-11 
0.155109613-11 
0.256809483-12 
0.411227143-13 
0.637589263-14 
0.958176613-15 
0.139708383-15 
0.197820683-16 
0.272250573-17 
0.364474533-18 
0.475006953-19 
0.603089533-20 
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NUMERICAL BEHAVIOR OF THE REGULAR BESSEL FUNCTION 

In seeking to present a complete picture of the regular solutions to Bessel's equation 

it seemed that a better understanding of the solutions was brought about when first they were 
observed as functions of n, and then as functions z .  Then they could be brought together and a 
better picture could be visualized for all n and z. 

Two-dimensional graphs have been drawn (Appendix B) showing various lines of constant 
magnitude for all real  z and n for 0 < x 5 6000. These can be extended to larger X, since the 
lines a r e  fairly linear. 

It can be seen from a plot of J,(x) vs. n(Figure 1)that the functions oscillate between r t l ,  

with the oscillations dampening in the range 0 5 n 5 X. Then for n 2 x the values s tay posi­
tive and begin to decrease very rapidly (here is where forward recurrence begins to fail), 
until at n = a, J, (x) = 0 .  This is true for all values of x with the exception J,(O) = 0 ,  and 
J , (O)  = 1. Let us now consider the function more closely. 

Figure l-Plot of J,( X) vs. n, n continuous. 

X d 

-1 

Figure 2-Plot of J,( X)  vs. x ,  n 1  < " 2 .  

For 5 < x < n ,J,(x) oscillates between *0.3 
and for 0 < x 5 5 ,  n 5 3 ,  J,(x) oscillates be­
tween rt0.2 and for all n, J , (n)  5 . l .  It can be 
seen that dampening of the oscillations takes 
longer for larger X, since it takes more te rms  
for n to become similar to x. 

On the other hand, it can be seen from a 
plot of J,(x) vs. x (Figure 2) that the functions 
start at x = 0 ,  (except that J,(O) = 1) and in­
crease very slowly; the larger the n value the 
slower it increases, staying positive and never 
exceeding 0.1 until n RZ x. At this point they 
continue to increase, but as x increases oscil­
lations begin. For n > 3 and all x, the oscil­
lations a r e  between rt0.3. 

Graph I shows a detailed plot of J,(x) and 
J,(x) versus x. 
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X 

Graph I-Detailed plot of J o (  x )  and J l ( x )  vs. x, 0 5 x 5 20. 

z Complex 

The magnitude of the function for complex argument z = x + i y  begins a t  

for any z and, where ly/xl is not small (see page 9) 

l i m  J, ( x  + i y )  = 0 
n -m 

The functions continually decrease in magnitude 
as n becomes larger and, a t  approximatelywhere 
n 	 > I z I '2, they decrease at  an exponential rate. 

IJ" ( z ) l  
If we plot the modulus of J n ( z )  vs. n ,  we get 

the exponential curve shown in Figure 3. The 
effect of x in the argilment is that for larger X, 0 

the gradient of the slope becomes less.  Figure 3-Plot of I J n (  x + i y )  I VS. n .  
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In considering a picture of the function of complex argument, it seems that the easiest and 
perhaps the best approach is set  

J,(x + iy) = u + iv 

and plot the functions in both planes. 

In Figure 4, the spiral is started at J,(x + iy), and as n increases the function spirals into 
the origin as a limit. Figure 5 is again a plot of J,(x + iy) as a function of n but now it is the 
three dimensional picture in X, iy , and n. 

IV I n  

U 

Figure4-Project ion of  Jn ( x + i y  Figure 5-Plot of Jn ( x + iy ) in  the 
o n  t h e  u, iv p l a n e  a s  a f u n c t i o n  of x I i y  I n s p a c e  a s  a func t ion  of n I 
n, n cont inuous.  n cont inuous.  

If the spiral is moved around in the x, iy plane, the base of the spiral  becomes larger as y 
increases, and becomes more spread out or flatter as x increases. If movement was directed 
along one of the 45 degree lines, the slope and the width would change at approximately the same 
rate. It should be noted that for movement along the 45 degree lines the plot would be of the 
Thomson Functions, ber,(z), bein(z) . 

The direction of the spiraling is not significant, for it changes direction as the argument of z 

changes. The functions of arguments ( x  + iy) and (x - iy) would spiral  into the origin in opposite 
directions. 

If a three dimensional plot is made of J,(x + iy) in the X, iy plane, contour lines of constant 
magnitude would give the effect of a crater (Reference 5, page 127). 

For argument (X t iy) where ly/xl is small, the modulus of J,(x + iy) oscillates until n 
becomes greater than z and at this point, it stays in the first quadrant of the u, iv plane, con­
tinually decreasing to the origin at n = a. 
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Graph Il-Detailed plot of the projection of Jn(10 + i 10) on the u, iv plane as a function of n. 
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Graph Ill-Detailed plot of the projection of Jn ( 15 + i .01)  on the u, iv plane vs. n. 

z Imaginary 

The regular Bessel function of imaginary argument J,( iy) behaves similarly to the function 
of complex argument. I J,(iy)l is of the order of magnitude O.leY with 

1
Figure 6-Projection of Jn ( i y )  on 
Y" + Z Y '  - (1 +$). 0 , 


the u, iv plane. 
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which occurs frequently in problems of mathematical physics; however, it is usually desirable to 
express the solutions in real form. 

The solutions J,( iy) , Y,( iy) are not always real, as was shown for the regular function; 
however the function J,( iy) is always real and is a solution of the equation. In effect the 
imaginary values are rotated thru an angle of ~ / 2 .  These functions are the I,(Y) functions and 
are defined by 

they obey the recurrence formula 

the use of which was discussed in a previous section. 

CONCLUDING REMARKS 

It has been shown that the backward recurrence is an accurate and especially easy method 
for computing the regular Bessel Function. Indirectly, this report  came about through a need 
for and investigation of computing the 1/2 order Bessel functions for the intensity functions of 
light scattering by spherical particles. Since the calculations required the Bessel functions 
varying in the order, t h e  recurrence was especially suitable. The backward recurrence method 
should be a very useful tool to those requiring Bessel functions of any order o r  argument: 

The magnitude graphs (Appendix B) a r e  significant in that they give an overall picture of the 
functions varying in both the order  and the argument. This could be useful in many computations, 
e.g., an integral of the type 

A = Jab J, ( x ) d x  . 

Insight might be obtained as to  the range of x that would add to the value of the integral and so on. 
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Appendix A 

Solutions of Bessel's Differential Equation 

If a is any real  constant, Bessel's equation of order a is 

y l  t x y '  t (1 - 13y = 0 .1 

This is a linear differential equation of second order, and therefore has twoand only two independ­
ent solutions. If these two solutions a r e  y l ( x )  and y 2  (x ) ,  then there cannot exist two nonzero con­
stants c 1  and c 2  such that 

c1 Y 1  ( x >  + C z Y z  ( x >  = 0 

That is to say  that any other solution, say y , ( x ) ,  is a linear combination of the two independent 
solutions, or 

Y 3  ( x >  = c1 Y 1  (XI t cp Y 2  ( x >  ' 

Note that Bessel's equation has a singular point at x = 0 ,  but a solution can be obtained by 
the method of Frobenius. That is, assume a solution of the type 

-m 
y = L Ck X k t a  

k = O  

and it turns out that the two solution types a r e  completely dependent upon a .  They a r e  referred 
to by order a and argument x .  If a is an integer, the two independent solutions a r e  J,(x)  and 
y , ( x ) ,  a = -integer. If a is not an integer the two solutions a r e  J,(x)  and J-,(x), a # integer. If 
a is half an odd integer they are usually referred to  as the plus and minus halforders. J,(x) is 
the regular solution; and J-, (x) ,  a not an integer, and Y,(x), a = integer, are the irregular so­
lutions. The two solutions are also referred to as Bessel functions of the first and second kind 
respectively. 

If the argument x is purely imaginary, the solution is referred to as 

I , ( x )  and K,(x) . 

I, ( x >  is analogous to the regular Bessel function and K,(x) to the irregular Bessel function. 
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H,(l)(x) and H,(’)(x) are known as Bessel functions of the third kind, or first and second 
Hankel Functions respectively. They are defined as 

These are obtained from 

with A = 1 and B = k i .  If we add and subtract Equations A1 and A2, we arrive at other identities 
which are sometimes useful: 

1
J, ( x )  = 2 (H,(’)(x) +Ha(2)(x))  , 

-i 
Yd ( x )  = 1(H,(’)(x) - H a ( Z ) ( ~ ) ). 

For complex argument i3”x, one obtains the Thomson function berm( x )  , bei, ( x )  : 

J, (i3”x) = b e r , ( x )  + i b e i , ( x )  . 

If a = 0 the subscripts are usually omitted. Listed below are the two general types of differential 
equations and their associated functions as solutions: 

y = AI, (kx)  + BK, (kx)  
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Appendix B 

The Magnitude Graphs 

The Magnitude graphs a r e  plots of constant J,(x) in the X, n plane. The plot of J , (x )  is con­
tinuous in this plane both as a function of n and as a function of x .  It is a rolling surface and 
slopes down into the surface of the graph as x and n become larger. Between the zeros, lines of 
constant magnitude can be drawn, of which there would be two of the same value that connect at 
some larger x and n value; however, it was  felt these would be superfluous here and they were 
left out. Since the surface is continuous, peak values either plus o r  minus would fall between two 
zeros and the magnitude of the function would decrease as we go toward the zero. All  lines be­
low the line represent the approximate n and x value for the zeros of the Bessel functionwith 
the sign of the function indicated between the zeros. 

In looking at the magnitude graphs that follow, pick a particular case, say  J , (x )  varying in 
n for x = 40; it can be seen that J0(4o)  is positive and there a r e  sixoscillations before the functions 
s tay positive. It can be seen that 

- 0.3 5 J,(x) 5 0 . 3  , O ( n ( 4 6  

0 < J,(X) < , n > 4 6  , 

0 5 J , (x )  5 , n > 7 9  , 

and so  on. A graph of J,(40) versus n would 
appear as in Figure B1. + ‘ 3  L”* ---A- A 

10-2 10-16 10-32 

in X,  say  for n = 50, the function increases 
O I  n +  

from 0 to for x ranging from 0 to ap- Figure B1-Plot of J n (  40) vs. n .  

proximately 8.8, and oscillations do not begin 
until x is approximately55. It can beseen that 

On the other hand, looking at J, (X )  varying J n ( 4 0 )  -.3 
46 79 104 

J,, (x) < , O S x < 8 . 8  I 

10-32 s J ~ ,(x) < 10-2 , 8 . 8 S X S 4 4  ~ 

- 0 . 3  5 J , , (x )  5 0 . 3  , x > 4 4  . 

Therefore, an idea of how the function behaves can be obtained for any order or argument 
within the limits of the graph. 
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